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Abstract: In machine learning field, two crucial challenges for modeling are the generalization and robustness. Multiresolution learning paradigm has been introduced more than 20 years ago as a systematic approach to improve the generalization and robustness of neural network modeling. In this talk, I will present and review the original idea and work of multiresolution learning, its continued development and extension, and its applications. I will provide insights on why the multiresolution learning offers a novel and systematic paradigm for constructing predictive modeling with significantly improved generalization performance and robustness for both regression and classification problems. We show that the introduced paradigm is very general and can be applied to tasks with either signal-based input space or feature-based input space. Applications in various domains are given to illustrate the underlying idea of the multiresolution learning and to demonstrate its superior performance in models’ generalization and robustness, especially for very difficult tasks.
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